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A recent study found that, across individuals, gray matter volume in the frontal polar region was correlated with visual metacognition capacity (i.e., how well one’s confidence ratings distinguish between correct and incorrect judgments). A question arises as to whether the putative metacognitive mechanisms in this region are also used in other metacognitive tasks involving, for example, memory. A novel psychophysical measure allowed us to assess metacognitive efficiency separately in a visual and a memory task, while taking variations in basic task performance capacity into account. We found that, across individuals, metacognitive efficiencies positively correlated between the two tasks. However, voxel-based morphometry analysis revealed distinct brain structures for the two kinds of metacognition. Replicating a previous finding, variation in visual metacognitive efficiency was correlated with volume of frontal polar regions. However, variation in memory metacognition efficiency was correlated with volume of the precuneus. There was also a weak correlation between visual metacognitive efficiency and precuneus volume, which may account for the behavioral correlation between visual and memory metacognition (i.e., the precuneus may contain common mechanisms for both types of metacognition). However, we also found that gray matter volumes of the frontal polar and precuneus regions themselves correlated across individuals, and a formal model comparison analysis suggested that this structural covariation was sufficient to account for the behavioral correlation of metacognition in the two tasks. These results highlight the importance of the precuneus in higher-order memory processing and suggest that there may be functionally distinct metacognitive systems in the human brain.

Introduction

What is the neural basis of metacognition, i.e., the introspective ability to monitor one’s own mental processes (Metcalfe and Shimamura, 1994; Shimamura, 2008)? In a recent study, Fleming et al. (2010) reported a positive correlation between individuals’ metacognitive capacity and anterior prefrontal cortex (aPFC) gray matter volume. Metacognitive capacity was quantified by measuring how well one’s trial-by-trial confidence judgments discriminate between correct and incorrect responses on psychophysical tasks (Galvin et al., 2003).

One important question that arises is whether such putative metacognitive mechanisms in the aPFC are task specific or not. On one hand, the PFC has interconnections with virtually all sensory, motor, and memory systems (Miller and Cohen, 2001), so it is possible that the structural correlates in the aPFC reported by Fleming et al. (2010) reflect a general mechanism for various kinds of metacognitive behavior. Supporting this notion, Song et al. (2011) recently demonstrated a positive behavioral correlation between metacognitive capacities on two different visual tasks. Using different task paradigms and methodology, other studies also support this claim (Schraw et al., 1995; Veenman et al., 1997; Schraw and Niefield, 1998; Veenman and Verheij, 2003; Veenman and Beishuizen, 2004). However, there is also empirical evidence and theoretical ideas to the contrary, suggesting distinct mechanisms involved with different kinds of metacognition (Glaser et al., 1992; Kelemen et al., 2000; Weaver and Kelemen, 2002; Schroyer et al., 2004; Pannu et al., 2005).

In this study, we tested whether metacognitive capacity on a word memory task and a visual perception task was behaviorally correlated across individuals, and whether they depended on the same neural structures. To do so, a technical challenge had to be overcome. It is known that metacognitive capacity is constrained by basic task performance (e.g., visual discrimination accuracy) (Galvin et al., 2003; Rotello et al., 2008). Therefore, measurements of memory and visual metacognition could be contaminated by variations in basic task performances. In the study by Fleming et al. (2010), this problem was circumvented by titrating the physical stimulus to keep basic visual task performance constant. However, such titration is relatively difficult to achieve in a memory task.

Here we used a recently developed psychophysical measure of metacognitive capacity to address this problem (Maniscalco and Lau, 2012). This new measure, known as meta-\(d^\prime\), has the advantage of being expressed in the same units as the signal-to-noise ratio units for the standard signal-detection theoretic measure \(d^\prime\).
Materials and Methods

Participants. Thirty-four healthy participants (18 females; 18–38 years old; mean age, 25 ± 5.1 years) participated in this study for payment of €8 per hour. They were recruited from Radboud University Nijmegen (Nijmegen, The Netherlands). Participants had normal or corrected-to-normal vision and had no history of neurological or psychiatric disorders. Written informed consent was obtained from all participants.

The research was approved by the local ethics committee where the experiment was performed (Commissie Mensgebonden Onderzoek Committee on Research involving Human Subjects, region Arnhem-Nijmegen, The Netherlands).

Stimuli and procedures. All stimuli and experiments were programmed in MATLAB (MathWorks) using Psychtoolbox (Brainard, 1997). Participants sat 60 cm away from the personal computer screen. For every trial of the visual task, two circular stimuli (3° diameter) were shown after a fixation period of 1.05 s. Stimuli were centered at 4° left and right of fixation. One stimulus contained only visual noise, and the other contained a grating embedded in noise. Participants performed a 2-AFC judgment, indicating which stimulus (left or right) contained the grating. Subsequently, participants rated how confident they were that their 2-AFC judgment was correct using a 4-point scale (not shown on the screen). Participants were constrained to provide both responses within 5 s (see Materials and Methods). B, Memory task. At the beginning of each block of 50 trials, participants studied a list of words arranged in 10 rows and 5 columns (an 8 row × 3 column is shown here for ease of display). In each trial, participants viewed two words presented simultaneously to the left and right of fixation; one word had been presented on the study list and the other word not. Participants performed a 2-AFC judgment, indicating which word (left or right) was on the previously studied list. Subsequently, participants rated how confident they were that their 2-AFC judgment was correct using a 4-point scale (not shown on the screen). Both responses had to be provided within 5 s.

Figure 1. Behavioral tasks. Participants performed both 2-AFC tasks. A, Visual task. Participants viewed two circular stimuli that were presented simultaneously to the left and right of fixation; one stimulus contained only visual noise, and the other contained a grating embedded in noise. Participants performed a 2-AFC judgment, indicating which stimulus (left or right) contained the grating. Subsequently, participants rated how confident they were that their 2-AFC judgment was correct using a 4-point scale (not shown on the screen). Participants were constrained to provide both responses within 5 s (see Materials and Methods). B, Memory task. At the beginning of each block of 50 trials, participants studied a list of words arranged in 10 rows and 5 columns (an 8 row × 3 column is shown here for ease of display). In each trial, participants viewed two words presented simultaneously to the left and right of fixation; one word had been presented on the study list and the other word not. Participants performed a 2-AFC judgment, indicating which word (left or right) was on the previously studied list. Subsequently, participants rated how confident they were that their 2-AFC judgment was correct using a 4-point scale (not shown on the screen). Both responses had to be provided within 5 s.

(which measures task performance capacity in a basic task, e.g., visual discrimination). Thus, although we cannot experimentally control for variability in basic task performance, this is easily corrected by normalizing meta-d′ by d′.

Using this method, we found a positive correlation between participants’ metacognitive efficiency on the visual perception task and memory task. With this finding, we conducted a voxel-based morphometry (VBM) analysis to identify the neuroanatomical differences between participants that could explain our behavioral findings. We found that memory and visual metacognition depended on distinct neural structures that anatomically covaried in volume across individuals.

Contrast for the grating, using the QUEST threshold estimation procedure (Watson and Pelli, 1983). All stimuli were set to a constant overall level of 90% Michelson contrast.

For the word memory test, English words were generated using the Medical Research Council Psycholinguistic Database (Wilson, 1988). These standard nouns were four to eight letters long, had one to three syllables, and had a familiarity, concreteness, and imagability rating of 400–700 each. At the beginning of each block of 50 trials of the memory task, 50 words (Calibri font, size 24) were presented simultaneously on the screen for 0.5, 1, or 1.5 min to create three levels of difficulty in which participants performed at neither chance nor ceiling. Participants were instructed to memorize as many words on the list as possible during the study period. A small notice appeared at the bottom of the screen to inform them when there was 10 s left to study the list. After the study period, a series of trials probing memory for the word list was presented. In each trial, two words were presented —5.4° to the left and right of fixation. One of these words had been presented on the study list (“old”), and the other word had not been presented previously (“new”).

Both tasks required two responses per trial. First, participants provided a two-alternative forced-choice (2-AFC) judgment with regard to the spatial configuration of the stimuli on the screen (Fig. 1). For the visual task, participants indicated whether the stimulus containing the grating was located to the left or right of fixation. For the memory task, participants indicated whether the “old” studied word was located to the left or right of fixation. After the 2-AFC judgment, participants rated how confident they were that their 2-AFC judgment was correct, using a 4-point scale. No feedback was given about the participants’ performance during the main experiment. To make these responses, participants used their left hand to press a key (either the “1” or “2” key on the number row of a standard QWERTY keyboard) to indicate whether they saw the grating (or studied word) to the left or right of fixation, respectively. After making this decision, the fixation cross changed color, prompting a response regarding their confidence. Participants pressed one of four keys (“7,” “8,” “9,” or “0”) using their right hand to indicate confidence in correctness of the 2-AFC judgment. Participants were in-
structured that the scale represented confidence in a relative way (e.g., that a confidence rating of 4 would indicate high confidence relative to the most parsimonious model, Model IV. An insignificant discrepancy of the target model with a null model, which assumes independence between the variables. A CFI value of 0.93 or larger has been predicted and the actual data, comparative fit index (CFI) measures the BIC analysis because the former has been shown to have theoretical advantages over the latter (Burnham and Anderson, 2002). Although the RMSEA captures the difference between the models under comparison are statistically not different in terms of goodness of fit. Root mean square error of approximation (RMSEA) is a measure of the discrepancy between the predicted and the observed data per degree of freedom, and a cutoff of 0.05 or below has been suggested to indicate a good fit (Hu and Bentler, 1999). Although the RMSEA captures the difference between the predicted and the actual data, comparative fit index (CFI) measures the discrepancy of the target model with a null model, which assumes independence between the variables. A CFI value of 0.93 or larger has been suggested to indicate a good fit (Byrne, 1994). RMSEA and CFI are less sensitive to sample size (Fan et al., 1999) and are often used together because they measure different aspects of the goodness of fit of a model. Last, we used two information theoretic methods: the Bayesian information criterion (BIC) and the Akaike information criterion (AIC). Both criteria for model selection quantify goodness of model fit by rewarding close fits to the data and penalizing model complexity, as indexed by the number of free model parameters. One difference between the AIC and BIC is that the penalty term added for the number of parameters in the model is larger in the latter than the former. The AIC analysis was included in addition to the BIC analysis because the former has been shown to have theoretical advantages over the latter (Burnham and Anderson, 2002). Specifically, we calculated the BIC and AIC values for each model, as defined by the following equations:

\[
BIC_i = -2 \log(L_i) + k \log(n),
\]

\[
AIC_i = -2 \log(L_i) + 2k,
\]

regions were correlated with the measures of visual or memory metacognitive efficiency. Participants’ gender was included as a covariate. Proportional scaling was used to account for global brain volume variability across participants. A binary mask (template >0.3) was used to exclude significant clusters outside the brain to limit the search volume to voxels likely to contain gray matter.

Two separate T-statistic maps reflecting the correlation between gray matter volume and memory or visual meta-d’/d’ were generated. An initial threshold of \( p < 0.001 \) uncorrected was used, and clusters were identified. Expressing both memory and visual meta-d’/d’ in the same regression model yielded similar clusters. These clusters were used to define regions of interest (ROIs) using MarsBar version 0.42 software (marsbar.sourceforge.net). Small-volume correction was done to the clusters of interest by defining a 10 mm sphere at the five peak voxel coordinates presented by Fleming et al. (2010) that were found to be associated with their measure of metacognitive capacity [left aPFC, (−20, 53, 12); right aPFC, (24, 65, 18), (33, 50, 9); dorsolateral PFC, (36, 39, 21); precuneus, (6, −57, 18)]. The supplementary motor area (SMA) ROI that was used as a control was defined using the automated anatomical labeling ROI library (Tzourio-Mazoyer et al., 2002).

Model comparison: To compare between the models for the two meta-cognitive systems, we tested four structural equation models (see Fig. 5A) representing the conceptual relationships between the two types of metacognitive efficiencies and the two brain regions. Using structural equation models allowed us to model the effects of independent variables on more than one dependent variable simultaneously while allowing the errors to correlate. This is equivalent to fitting a seemingly unrelated regression model with maximum likelihood estimation (StataCorp, 2011). The two independent variables used were the PFC and precuneus gray matter volumes, and the two dependent variables were the visual and memory metacognitive efficiency measures. Model I assumes that both the PFC and precuneus measures affect both metacognitive performances. Model II assumes that the precuneus affects both metacognitive performances, whereas the PFC is only related to metacognitive performance of the visual task. Model III assumes that the PFC affects both types of metacognitive performance, whereas the precuneus affects only the memory metacognitive performance. Model IV is the most parsimonious model, which proposes the PFC affects visual metacognitive performance and the precuneus affects memory metacognitive performance (see Fig. 5A). The models were fitted using Stata12 (StataCorp).

The models were compared using the following indices. First, \( \chi^2 \) statistics were used to compare the deviance (−2LL) of Models I to IV against the most parsimonious model, Model IV. An insignificant difference in the \( \chi^2 \) statistics indicates that the two models under comparison are statistically not different in terms of goodness of fit. Root mean square error of approximation (RMSEA) is a measure of the discrepancy between the predicted and the observed data per degree of freedom, and a cutoff of 0.05 or below has been suggested to indicate a good fit (Hu and Bentler, 1999). Although the RMSEA captures the difference between the predicted and the actual data, comparative fit index (CFI) measures the discrepancy of the target model with a null model, which assumes independence between the variables. A CFI value of 0.93 or larger has been suggested to indicate a good fit (Byrne, 1994). RMSEA and CFI are less sensitive to sample size (Fan et al., 1999) and are often used together because they measure different aspects of the goodness of fit of a model. Last, we used two information theoretic methods: the Bayesian information criterion (BIC) and the Akaike information criterion (AIC). Both criteria for model selection quantify goodness of model fit by rewarding close fits to the data and penalizing model complexity, as indexed by the number of free model parameters. One difference between the AIC and BIC is that the penalty term added for the number of parameters in the model is larger in the latter than the former. The AIC analysis was included in addition to the BIC analysis because the former has been shown to have theoretical advantages over the latter (Burnham and Anderson, 2002). Specifically, we calculated the BIC and AIC values for each model, as defined by the following equations:

\[
BIC_i = -2 \log(L_i) + k \log(n),
\]

\[
AIC_i = -2 \log(L_i) + 2k,
\]
where $I$ is the maximum likelihood for the model $i$, $k$ is the number of free parameters to be estimated, and $n$ is the sample size.

This value was then used to calculate the Akaiae weights, as defined by the following:

$$
\text{Akaiae weight}(w) = \frac{e^{-0.5(AIC - AIC_{min})}}{\sum_{r=1}^{k} e^{-0.5(AIC - AIC_{min})}}
$$

where $AIC_{min}$ is the AIC value of the best candidate model.

Akaiae weights (Akaiae, 1973) are another method for determining the strength of evidence for each model and are interpreted as a measure of conditional probabilities for each model (Wagenmakers and Farrell, 2004). The probability that the particular model is the best model is defined by its ability to minimize the Kullback–Leibler divergence—the distance between a reference distribution and the distribution generated by a model—given the data and the set of other models (Kullback and Leibler, 1951).

**Results**

On average, subjects missed 1.68 trials in the visual task (0.33% of all visual trials) and 12.35 trials in the memory task (3.09% of all memory trials). All missed trials were omitted from analysis. As expected, participants’ basic task performance was not correlated across the memory and visual tasks ($r = -0.032, p = 0.855$).

Each participant’s confidence level averaged across all trials on each task taken separately was strongly correlated with their averaged basic performance ($d'$) on that task (memory task, $r = 0.565, p < 0.001$; and visual task, $r = 0.564, p < 0.001$). We also found that participants had a similar confidence bias across modalities, i.e., participants who tend to rate confidence as high on the visual task also tend to do so on the memory task ($r = 0.484, p = 0.004$). These are factors that could potentially influence the calculation of metacognitive capacity using traditional methods, introducing potential confounds into such measures (Galvin et al., 2003), although our recently developed measure, meta-$d'$, is immune to these potential confounds (Maniscalco and Lau, 2011).

To control for the influence of basic task performance, we divided meta-$d'$ by $d'$ to calculate each subject’s metacognitive efficiency (also referred to as meta-$d'/d'$). This estimates the amount of signal strength that is available for metacognition, expressed as a fraction of the amount of signal strength that is available for the primary discrimination task. This ratio has a value of 0 when one is metacognitively “blind” and a value of 1 when one is metacognitively “ideal” according to signal-detection theory (i.e., when all information available for the primary discrimination task is also available for metacognition). We calculated the meta-$d'/d'$ value for each modality for every subject and found that the difference between the average visual meta-$d'/d'$ was not significantly different from the average memory meta-$d'/d'$ ($p = 0.152$). One subject had negative meta-$d'/d'$ values on both tasks. This is because the subject’s meta-$d'$ values were slightly below zero, despite above-chance $d'$ performance. Although this seems to suggest that this subject had “negative metacognitive ability,” i.e., that the subject’s confidence ratings carried negative information about his/her performance, this negative value is likely to be attributable to estimation error. That is, the true value was likely to be zero or slightly higher than zero, but the influence of estimation error yielded an estimate with a negative value of small magnitude (memory meta-$d'/d' = -0.562$, visual meta-$d'/d' = -0.143$). Excluding these data could introduce biases into the analysis by selectively removing data points with negative estimation error while not excluding data points with positive estimation error. For this reason, it is conventional in standard signal-detection analysis to not exclude negative $d'$ values from analysis. Thus, we did not exclude this subject’s data from analysis despite the negative meta-$d'$ value.

A significant across-subject correlation between the meta-$d'/d'$ value for memory and visual metacognition was found ($r = 0.471, p = 0.005$; Fig. 2). A Deming regression was plotted to show the linear relationship between visual and memory metacognition. The Deming regression is an errors-in-variables model for finding the best-fit line while accounting for errors in the dependent and independent variables (Deming, 1943). The simple linear regression was not suitable for plotting the regression line and assessing the precise quantitative relationship between the two variables because it assumes error only exists for the dependent variable.

To ensure that the results were not influenced by potential outliers, we ran a robust regression to determine the significance of the correlation. Robust statistics are designed specifically to deal with the issue of outliers in a principled and objective manner. Specifically, we ran an “S-estimation” regression. It is an example of robust estimators that are resistant to outliers because they use estimators that minimize a measure of dispersion of the residuals that is less sensitive to extreme values than the variance (Rousseeuw and Yohai, 1984). This makes S-estimation regression more resistant to outliers compared with the standard ordinary least-squares method, which tends to distort parameters’ estimation in the presence of outliers (Verardi and Croux, 2008). This analysis produced a positive regression line that was statistically significant ($p = 0.035$). We do note that the significance value obtained from the robust regression is substantially lower than that of the Pearson’s correlation analysis, which suggests that the true correlation strength uncontaminated by outlier influence, although significant, is likely to be lower than the $r$ value of 0.471 as reported in Figure 2.
As a verification that meta-\(d'/d'\) was not confounded by the basic task performance, we found no correlation between metacognitive efficiency (meta-\(d'/d'\)) and basic task performance (\(d'\)) for both the visual \((r = -0.169, p = 0.341)\) and the memory \((r = -0.213, p = 0.227)\) tasks. Thus, despite differences in basic task performance within participants, we were able to control for it and to uncover the unbiased correlations across participants between metacognitive efficiency in the two different tasks.

We went on to relate this variability in metacognitive efficiency to inter-individual differences in brain structure. We found that participants’ metacognitive efficiency (meta-\(d'/d'\)) on the visual task was positively correlated with regions in aPFC (Fig. 3A). Two of these clusters correspond with those regions identified by Fleming et al. (2010) (their Table S2, the third and fifth clusters listed as positively correlated with metacognitive capacity) and statistically they survived small-volume correction for multiple comparisons [peak voxel coordinate for left aPFC, \((-12, 54, 16)\), \(T = 5.01\), cluster familywise error (FWE)-corrected \(p = 0.023\); peak voxel coordinate for right aPFC, \((32, 50, 7)\), \(T = 4.04\), cluster FWE-corrected \(p = 0.025\)].

Likewise, we conducted a similar analysis on the metacognitive efficiency (meta-\(d'/d'\)) on the memory task and found that it was positively correlated with the precuneus [peak voxel coordinates, \((-8, -64, 24)\), \(T = 3.55\), cluster FWE corrected \(p = 0.031\)]. This cluster also passed small-volume correction based on the peak coordinates of the results of Fleming et al. (2010), their Table S2, second cluster). Hence, we were able to identify two general regions associated with the two measures of metacognitive efficiency: two clusters in the aPFC were correlated with visual metacognition, and a cluster in the precuneus was correlated with memory metacognition.

After conducting the whole-brain analysis, we used ROI analyses to further investigate the pattern of the data. The main purpose of this analysis was not to make new statistical inferences (which would have been problematic and circular because of the way the ROIs were identified) but to exploit the higher sensitivity of this approach of analysis. At whole-brain SPM analysis, even at a liberal threshold of 0.05 uncorrected, we did not find any voxels in this region that showed a correlation with visual metacognitive efficiency (meta-\(d'/d'\)). For the aPFC, there was no correlation with memory metacognitive efficiency \((r = 0.218, p = 0.215)\), even with this sensitive ROI approach.

Our data suggest that the two metacognitive processes (memory and visual) depend on relatively distinct brain structures (precuneus and aPFC, respectively). However, how can this finding account for the behavioral correlation between memory and visual metacognitive efficiencies across participants? One possibility is that, although the two metacognitive systems are essentially distinct, there is some degree of functional overlap, perhaps particularly in the precuneus in which we found a weak effect for visual metacognition (only using the ROI analysis). It thus could be that the precuneus contains a common mechanism for both memory and visual metacognition, which could explain the behavioral correlation across individuals.

The results from an interaction analysis using SPM support this notion. The interaction analysis was run by including both sets of metacognition values as predictors in the general linear model (GLM). (Subjects’ gender was also included as a covariate.) We looked for regions that were significantly more correlated with visual metacognition than with memory metacognition, by using a contrast with a positive unit coefficient for the visual metacognition term and the negative coefficient for the memory metacognition term [i.e., setting a \(T\) contrast in the GLM as \((1, -1)\), respectively]. We found that small-volume correction for a cluster in the left aPFC voxel was statistically significant (cluster-level FWE-corrected \(p = 0.025\)). This suggests that the aPFC was more involved with visual metacognition than memory metacognition.

Looking at the converse set of correlations (i.e., regions that were more correlated with visual metacognition than memory metacognition) yielded few voxels even at \(p < 0.001\) uncorrected, and they were located in neither the frontal polar nor precuneus area. This is in line with our finding that precuneus volume was significantly correlated with both memory and visual metacognition, and thus the precuneus was not implicated more in memory metacognition than visual metacognition. Thus, it appears that the precuneus correlation with memory metacognition was not significantly greater than with visual metacognition and that the aPFC correlated with visual metacognition was significantly greater than with memory metacognition.

However, we also found that, across individuals, the precuneus and the aPFC covaried in volume, i.e., participants with bigger volume in one region tend to have bigger volume in the other \((r = 0.373, p = 0.03;\) Fig. 4). As with Figure 2, we plotted a Deming regression to visualize the linear relationship between the two brain regions and then applied robust regression analysis to this plot to determine whether this correlation was statistically significant or not, while taking into account the effect of potential outliers. The robust regression analysis produced a statistically significant regression plot \((p < 0.001)\). This anatomical covariability could also potentially account for our behavioral results, even if the two systems are functionally distinct. Notably, this covariability might account for the generality of metacognitive skills observed by some research teams (Schraw et al., 1995; Veenman et al., 2004).
One concern was that the volume of other, task-unrelated brain regions might also be correlated with aPFC and precuneus volumes. To determine whether the correlation of aPFC volume and precuneus volume was anatomically specific rather than reflective of a widespread correlation of brain volumes across multiple regions, we selected the SMA as our control area and found that there was no significant correlation between the gray matter volume in the precuneus and the gray matter volume in this control area ($r = 0.170$, $p = 0.336$), and neither was there a correlation between the gray matter volume in our aPFC region and the control ($r = -0.060$, $p = 0.738$). This suggests that these interactions were relatively specific to the two identified brain regions.

We also ran two separate GLM analyses, using precuneus volume or aPFC volume as a predictor, and found no significant clusters elsewhere in the brain at a significance level of (uncorrected) $p = 0.001$. Although this did not reveal other areas that were shown to be significantly correlated in volume, the lack of results could merely be attributable to a limit of statistical power. Nonetheless, both these analyses suggest that the relationship between the two types of metacognition and the two identified brain regions was relatively specific.

With this confirmation that these two specific brain regions were correlated with the two kinds of metacognition, there still remained the task of determining whether the correlation between the two metacognitive tasks was attributable to “functional crosstalk” (as suggested by the weak correlation between the precuneus volume and visual metacognition) or that the behavioral correlation was merely attributable to the anatomical correlation as seen in Figure 4. To distinguish between these two possibilities (functional vs. anatomical coupling), we considered four formal models for the two metacognitive systems, in which there are varying degrees of functional crosstalk (Fig. 5A), using structural equation modeling. The results are reported in Table 1. First, the precuneus–visual metacognitive efficiency path was statistically insignificant when included in the models (Models I and II, $p = 0.20$ in both models). The aPFC–memory metacognitive efficiency path was highly insignificant when included (Models I and III, $p = 0.905$ and $p = 0.945$) and the standardized parameter estimates were close to zero, indicating there was little relationship between aPFC and memory performance in our data. In other words, there was no statistical evidence to suggest the crosstalk paths, especially the aPFC–memory metacognitive efficiency path, in our data.

The same conclusion was reached by looking at the results of the likelihood ratio tests. The $\chi^2$ statistics of Models I–III, which included one or both of the crosstalk paths, did not differ significantly from that of most parsimonious model (Model IV). The RMSEA values were lower than the cut point of 0.05 for both Models II and IV, and CFI values were above the cut point of 0.93, indicating that both models were good fits according to these measures. However, given that both models fit the data, Model IV was the better model given the likelihood ratio test result. Although the CFI of Model III was above the cut point, its RMSEA did not meet the cut point of $<0.05$, suggesting that Model III showed a larger discrepancy.

---

**Figure 4.** Gray matter volume covaries between precuneus and frontal polar region (aPFC). The gray matter volumes in the two ROIs were plotted against each other for each subject. Gray matter volume in the aPFC and precuneus are positively correlated with gray matter volume in the precuneus ROI.

**Figure 5.** Model comparison. A, Schematic description of the models. These models characterize the possible ways of explaining the positive behavioral correlation between memory and visual metacognitive efficiencies. In Model I, the solid arrows indicate that the aPFC is mainly functionally responsible for visual metacognitive efficiency, and the precuneus is mainly functionally responsible for memory metacognitive efficiency. The dashed lines indicate that there may be some degree of functional crosstalk between the two systems, such that the precuneus may also be partially responsible for visual metacognitive efficiency and the aPFC may also be partially responsible for memory metacognitive efficiency. Models II and III are variants in which the crosstalk is one-sided. In Model IV, there is no functional crosstalk, i.e., the precuneus is functionally responsible for only memory but not visual metacognitive efficiency, and the aPFC is functionally responsible for only visual but not memory metacognitive efficiency. In this model, the behavioral correlation between visual and memory metacognitive efficiency is accounted for entirely by the covariation in volume between the precuneus and the PFC across individuals (as shown in Fig. 4). B, Model statistics and comparison. AIC model selection was used to estimate which of the four models (in A) was most likely. AIC quantifies goodness of model fits by rewarding close fits to data while penalizing model complexity (number of model parameters), because more complex models are prone to overfitting. Akaike weights calculated from the AIC values can be interpreted as the probability that that particular model is best. Thus, Model IV fits the data best.
from the observed data than the other models. (Model I was a saturated model and necessarily had a CFI of 1 and RMSEA of 0).

We also calculated the AIC (an information criterion-based measure) for each model and found that Model IV had the lowest value, indicating that Model IV had the highest model likelihood and/or lowest model complexity. Finally, we tabulated the Akaike weights (Fig. 5B), which can be interpreted as the probability that a model is the correct one. That data indicated that Model IV was the most probable model given our data, followed by Model II. In summary, our model comparison reaffirmed that Model IV was the best-fitting model, i.e., that the two metacognitive systems operate mostly independently, and that the behavioral correlation between memory and visual metacognition seems to be sufficiently explained by the fact that the precuneus and aPFC covary in volume across individuals.

Finally, given the two distinct correlations (aPFC–visual metacognition and precuneus–memory metacognition), we considered what the nature of this relationship was like. With the behavioral and anatomical correlations plotted in Figures 2 and 4, respectively, one consideration was whether the behavioral results could be explained simply by the anatomical relationship. We found that the Deming regression line in Figure 2 was significantly different from zero ($p < 0.001$) and unity ($p < 0.001$). This corresponds with the derived slope of 0.553, which indicates that a unit increase in memory metacognition leads to a smaller increase in visual metacognition. However, the Deming regression for Figure 4 depicting the anatomical correlation was not statistically different from unity ($p < 0.01$), because the regression line had a slope of 0.953. This suggests that the relationship between the anatomical and behavioral correlation may not simply be identical, because the sub-unity behavioral relationship in metacognition is not attributable to the unity anatomical correlation. It thus appears that, although the two brain regions seem to operate independently to bring about the two forms of metacognition, the direct mapping between the gray matter volume of the brain regions to metacognition may not be completely realistic.

**Discussion**

In this study, we found that an individual’s metacognitive ability measured on a visual perception task and on a word memory task were correlated. We also found that these measures of metacognitive ability, although correlated, were attributed to distinct brain regions and that the volumes of these regions seemed to have somewhat independent correlations with the two metacognitive abilities, respectively. The fact that the two relevant brain regions (precuneus and aPFC) correlated in volumes across individuals seemed to be sufficient to account for the behavioral correlation between memory and visual metacognitive efficiencies.

Our findings lead to a potentially interesting interpretation of previous results. The aPFC is often associated with metacognitive mechanisms (Christoff et al., 2003; Ramnani and Owen, 2004; Fleming and Dolan, 2012; Fleming et al., 2012), and there is indirect evidence that the metacognitive mechanisms in the aPFC may be general for different visual tasks (Song et al., 2011). As mentioned in the Introduction, although some studies have suggested that there may be distinct metacognitive mechanisms underlying different tasks, content, and cognitive processes, it has also been suggested, mainly on theoretical grounds, that each cognitive process may be monitored by its own metacognitive system (Nelson and Narens, 1990; Dodson et al., 1998; Kelemen et al., 2000; Weaver and Kelemen, 2002). Other researchers have also found evidence to the contrary, that there may be a general mechanism for different kinds of metacognition. Within the context of this controversy, our results point to a potential resolution: although our study is one that examines the structural relationships in the brain to explain the behavioral correlation and thus we cannot conclude anything definitive about whether different types of metacognition are functionally distinct and mutually exclusive, one possibility that would resolve this controversy would be that the different brain regions involved with different kinds of metacognition are not functionally but anatomically coupled.

That the frontal polar region and precuneus seem to be responsible for visual metacognition and memory metacognition, respectively, is compatible with our knowledge of the anatomical connections of these areas. The frontal polar region receives input from higher cognitive areas (Ramnani and Owen, 2004), including the dorsolateral PFC, which in turn has been characterized as the apex of the visual processing hierarchy (among other things), receiving input from secondary sensory processing.
regions from both the dorsal and the ventral stream (Young, 1992). The precuneus, located in the medial parietal region, is densely connected with the middle temporal lobe, which is heavily involved in memory processing (Wagner et al., 2005). Thus, from an anatomical standpoint, it is plausible that these two regions are situated in positions to perform higher-order monitoring functions for the visual and memory modalities, respectively.

However, somewhat puzzling is the fact that previous studies on memory metacognition seem to point to the PFC rather than the precuneus as an important substrate (Janowsky et al., 1989; Schnyer et al., 2004; Pannu and Kasznia, 2005; Modirrousta and Fellows, 2008; Chua et al., 2009). Some of these studies are concerned with prospective metacognitive judgments (Schnyer et al., 2004), which may differ from the kind of metacognition concerned here, which is based on post-trial confidence ratings. However, Pannu et al. (2005) also reported deficits in post-trial confidence-based memory metacognition after frontal lobe damage. In another brain imaging study (Yokoyama et al., 2010), it was found that the level of brain activation in the frontal polar region reflects metacognitive capacity as assessed with post-trial confidence in a memory task.

Perhaps such apparent differences between these previous findings and our result are partly attributable to the difference in method. VBM aims to reveal the variability in brain volume in relevant neural structures that reflect individual differences in performance. It does not strictly follow that the identified region is more active during the relevant tasks in individuals showing superior performance, because the relationship between VBM structural results and functional brain imaging findings remains complex and incompletely understood (Kanai and Rees, 2011). A multidisciplinary approach incorporating different techniques, such as diffusion tensor imaging, which identifies anatomical connectivity between brain regions, would be required to gain a clearer understanding of the functional and anatomical connectivity in the human brain (for review, see Ramnani et al., 2004). Also, the lack of significant correlation between memory metacognition and prefrontal volume is a negative finding that could have been attributable to the limitations in statistical power.

Regarding the relevant neuropsychological data, although Pannu et al. (2005) reported that damage to the PFC can lead to impairments in post-trial confidence-based metacognition in memory processes, it is also possible that such prefrontal damage may have distal impact on posterior regions, including the precuneus. We would like to clarify that our present findings (a relatively specific correlation between precuneus gray matter volume and memory metacognition) do not imply that the sole function of the precuneus is to provide memory metacognition, nor does it imply that memory metacognition solely arises from precuneus and not from other brain regions. However, based on our findings, our prediction would be that, even when memory performance is matched between precuneus lesion patients and controls, the lesion patients would show additional deficits in metacognitive performance. However, this empirical issue is yet to be resolved because damage to this region is relatively rare, and, when it happens, such patients may not be tested specifically for memory metacognition. It has been noted that this cortical area receives relatively little attention, perhaps in part as a result of its hidden location and the relative paucity of data from lesion studies (Cavanna and Trimble, 2006).

One other possible reason for the discrepancy in results could be because of the differences in how metacognition is assessed empirically (i.e., task structure) and analytically (i.e., what measure is used to quantify metacognition). Most of these studies mentioned measure metacognitive capacity by assessing the raw correlations between accuracy and confidence, which may be influenced by primary task performance and thus may reflect a combination of basic task performance and metacognitive performance (Galvin et al., 2003), whereas here in this study, we use metacognitive efficiency (i.e., meta-'d'/'d' ) to quantify metacognition, which reflects pure metacognitive performance without contamination of basic task performance. We also used a 2-AFC task to assess memory performance, which is relatively uncommon in previous studies.

Nonetheless, we should note that the precuneus is also identified in the VBM study of Fleming et al. (2010), although the focus there was on visual processing. There is also substantial evidence of precuneus involvement in memory processes, especially regarding confidence judgments (Yonelinas et al., 2005) and other self- and awareness-related processes (Kircher et al., 2000; Ochsner et al., 2004; Cavanna and Trimble, 2006). In general, the medial parietal lobe is implicated in various studies on facilitating episodic memory retrieval (Tulving et al., 1994; Henson et al., 1999; Wagner et al., 2005); lesions to parietal midline structures have been shown to lead to amnesia (Valenstein et al., 1987). What is lacking is specific evidence, collected using quantitative methods, to relate functional activity in this region to memory metacognition. However, this may well be because studies on this specific topic are relatively rare (for example, compared to studies on episodic retrieval), and future research can hopefully address this gap in the literature. We hope that the present study represents a step toward this goal.

Finally, we also acknowledge some limitations in experimental design that prevented us from exploring several important issues. First, because we sought in part to replicate the VBM study by Fleming et al. (2010), we followed their design and focused on post-trial confidence as our measure of metacognitive capacity. Others have investigated other forms of metacognition that involve prospective judgments, such as feeling of knowing (Hart, 1965), judgment of learning (Arbuckle, 1969), or other types of summary judgments of performance, e.g., an overall sense of agency or control (Miele et al., 2011). At least in the memory domain, it is known that some aspects of prospective are different from retrospective metacognitive judgments (Costermans et al., 1992), and hence different judgments may depend on dissociable neural substrates to some extent (Schnyer et al., 2004; Pannu et al., 2005; but see Choa et al., 2009). Therefore, the interpretation of the present results is restricted to post-trial confidence-based metacognition and may not generalize to prospective metacognitive judgments.

To conclude, using our novel psychophysical measure of metacognition, meta-'d', we were able to provide an extension of the previous finding that metacognition between two visual perception experiments is correlated (Song et al., 2011). This measure allowed us to test metacognitive ability in modalities whose stimuli cannot be adjusted to control for fluctuations in objective performance. Although this positive correlation between metacognitive ability may prima facie suggest a general mechanism behind metacognition that is independent of modality, a closer look at the anatomical correlates across individuals suggests that metacognition in the two different modalities is associated with two distinct structural regions that operate relatively independently of each other.
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